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Abstract. Temporomandibular disorders (TMD) are a set of conditions
affecting the temporomandibular joint and associated muscles. This work
addresses the classification of healthy and TMD diagnosed individuals
using supervised learning models. 118 features were extracted from
mandibular movement signals and a selection of those features is
used for training the classification models. The dataset of signals was
obtained via a marker tracking system with a depth camera. A set
of 5 classifiers including two based on copula functions that model
dependence structures is tested. The performances of these classifiers
are compared. Results show good performance for the copula classifiers,
although they do not show better performance than those of models such
as KNN, SVM or Naive Bayes.

Keywords: Temporomandibular disorders, feature dependencies,
supervised classification, copula functions.

1 Introduction

Temporomandibular disorders (TMD) are a group of musculoskeletal conditions
that involve the temporomandibular joint, the masticatory muscles and all
associated tissues. TMD are one of the most common causes of pain in the
mouth and face, and have the potential to produce chronic pain [6]. The causes
behind TMD are multifactorial, including biological, psychological and social
causes. The diagnosis of TMD depends largely on clinical history and physical
evaluations such as the DC-TMD of [13].

There are several works addressing the classification of TMD using supervised
learning models. They use different kind of data such as sound [15], movement
[2], or EMG [16]. With this data, models such as KNN, naive Bayes, or SVM have
been trained. However, to the best of our knowledge there has not been attempts
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of predicting TMD with copula function models. Copula functions are joint
distribution functions that provide a flexible way of modeling association among
features. They enable to separate the dependence structure from the marginal
distributions of the features[11]. Being able to model both linear and non linear
dependencies, copula functions have been used in fields such as economics and
finance [5], hydrology [8], evolutionary computation [12], multispectral image
processing [17] among others.

This work proposes the use of Frank and Gaussian bivariate copulas for
modeling dependencies among features and a tree graphical model for the
selection of the strongest association. Probabilistic classifiers based on these
copulas are trained in the classification of healthy individuals and those with
temporomandibular disorders, aiming for an improvement performance based
on the dependency information provided by the copula functions. A Mandibular
movement dataset from healthy and TMD diagnosed individuals is used for
training the models. This dataset was obtained via a marker tracking system
with a depth camera.

The content of the paper is as follows: Section 2 provides a brief introduction
to the theory of copula functions with emphasis on the selected copulas and the
probabilistic classifier. Section 3 describes data used in this article; Section 4
narrates the methodological process followed. The results of the experiments are
found in Section 5, and finally Section 6 concludes the paper summarizing the
work done and our findings.

2 Copula Theory

2.1 Copula Functions

Copula functions were first introduced by Sklar [14] as a way to differentiate the
effect of dependencies from that of marginal distributions in a joint distribution
function. By using copula functions it is possible to model both linear and
nonlinear dependencies among features.

Definition 1. A copula C is a joint distribution function of standard uniform
variables U1, U2, ..., Ud : C(u1, ..., ud) = P (U1 ≤ u1, ..., Ud ≤ ud) where each
variable follows a standard uniform distribution Ui ∼ Uniform(0, 1) for i =
1, 2, ..., d.

Sklar’s Theorem states how the copula function relates to any joint
distribution (see [14]). As a consequence of this, as shown in Equation (1) any
d-dimensional joint density f and their marginal densities f1, f2, ..., fd are also
related and can be represented as:

f(x1, x2, ..., xd) = c(F1(x1), F2(x2), ..., Fd(xd)) ·
d∏

i=1

fi(xi), (1)

where c is the density of the copula C, Xi is a continous random variable, Fi(xi)
is the marginal distribution function of Xi and fi(xi) is the marginal density of

6

Carlos López-Hernández, Rogelio Salinas-Gutiérrez, et al.

Research in Computing Science 153(10), 2024 ISSN 1870-4069



Table 1. Copula Density Functions.

Copula Density Function Parameter

Frank c(u1, u2, θ) =
−θ(e−θ−1)e−θ(u1+u2)

((e−θu1−1)(e−θu2−1)+(e−θ−1))2
θ ∈ (−∞,∞)− {0}

Gaussian c(u1, u2, θ) = (1− θ2)−
1
2 exp (

w2
1+w2

2−2θw1w2

2(1−θ2)
− w2

1+w2
2

2
) θ ∈ (−1, 1)

where w1 = Φ−1(u1) and w2 = Φ−1(u2)

Xi. Equation (1) shows that the dependence structure is modeled by a copula
function and that the marginal densities can have different distributions.

Bivariate Copula Functions In this paper we propose the use of two copula
functions: Frank and Gaussian, for modeling two-dimensional copulas. Both
of the copula proposed are symmetric, and they can model both positive and
negative dependencies and their respective joint distributions have equally low
and high values[1]. Table 1 shows the density functions of the two copula:

Where u1 = F1(x1) and u2 = F2(x2) are the transformed values of the
features x1 and x2 through their marginal distribution functions. Φ−1 is the
quantile function of a normal distribution. θ is the dependence parameter. The
estimation of θ is done through the maximum likelihood method.

2.2 Probabilistic Classifier with Copula Functions

Starting from the the Naive Bayes classifier equation, we can add information of
the association between features using copulas. The probabilistic classifier would
be as shown in Equation (2):

P (A|x1, ..., xd) =
c(F1(x1|A), ..., Fd(xd|A))P (A)×

∏d
i=1 fi(xi|A)

f(x1, ..., xd)
, (2)

where A represent one of the classes, x1, x2, ..., xd, are the values of the features,
and c is the joint density copula function.

3 Case Study

The data available for this paper comes from a collaboration with the
Escuela Nacional de Estudios Superiores Unidad León, UNAM. Prior to
their participation in the study, all participants provided informed consent
after being thoroughly briefed on the study’s protocol, which is non-invasive.
Additionally, this research adheres to the ethical principles outlined in the
Helsinki Declaration. A total of 58 records of individuals performing mandibular
opening/closing, lateral and protrusion/retrusion movements were used. Of
the 58 records, 29 come from individuals diagnosed with temporomandibular
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Fig. 1. Signals obtained from marker tracking.

arthralgia disorder and 29 records come from healthy individuals. For the
clinical evaluation of the patient the DC-TMD[13] was used.

The records were obtained by tracking markers on the person’s face. Two
markers were placed in each person. Marker 1 was placed at the nasion
craniometric point (between the eyes). Marker 2 was placed at the gnathion
craniometric point (the chin). Marker 2 will record mandibular movement and
marker 1 is a control marker for monitoring head movement. The equipment
used for recording is an Intel Realsense Depth Camera D435. Tracking of the
markers was carried out using the OpenCV library in Python.

The output of the tracking algorithms is a record of three signals per
marker, corresponding to the three-dimensional position of the markers during
mandibular movements. That is, each of the signals, shows us how the position
of the marker changes with respect to the vertical, horizontal or depth axis
over time. Figure 1 on the left shows segments of the signals obtained by
tracking marker 2 for an individual. On the right it shows the location of
marker 1 (M1) and marker 2 (M2) on the face as they were placed on the
participants of the study.

4 Methodology

4.1 Preprocessing and Feature Extraction

The preprocessing consist of several stages: Initially a correction is applied to the
signal to attenuate head movement artifacts from the mandibular movements.
This is achieved by substracting the marker 1 signals from marker 2. Following
this correction, the raw data from each recorded individual undergoes filtering
using a 1D Gaussian filter and baseline correction. Subsequently the signals are
segmented into three parts corresponding to the three mandibular movements
recorded: Opening/closing (OC), Lateral (LAT) and Protrusion/Retrusion
(PROT).
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Table 2. Extracted features employed for TMD classification.

Biomechanical Features
Name Description

OCY,OCX, OCZ Max. deviation in y, x or z axis direction in opening movements
LRX, LLX,LY,LZ Max. deviation in x, y or z axis direction in lateral movements

Deviation in x axis measured to the left (LLX) and right (LRX)
PY, PX, PZ Maximum y, x or z axis deviation in Protrusion movements

Speed, Acceleration and Jerk Features
Name Description Formula

ṡmax Max speed ∆s
∆t

ṡavg Mean speed
∑

ṡ
|ṡ|

σ(ṡ) Speed standard deviation
√∑

(ṡ−ṡavg)2

|ṡ|

s̈max Max acceleration ∆ṡ
∆t

s̈avg Mean Acceleration
∑

s̈
|s̈|

σ(s̈) Acceleration standard deviation
√∑

(s̈−s̈avg)2

|s̈|
...
s max Max jerk ∆s̈

∆t
...
s avg Mean jerk

∑ ...
s

| ...s |

σ(
...
s ) Jerk standard deviation

√∑
(
...
s − ...

s avg)2

| ...s |
Frecuency Features

Name Description Formula

Ptot Total power
∑

Pi

Pavg Mean power
∑

Pi
M

Fratio Frequency ratio

∑fs
fs/2

Pi∑fs/2
0 Pi

When examining temporomandibular movements, various authors have
proposed different feature extraction methods, including measurements such as
maximum mouth opening [2,7], speed [3], Fourier transform [15], among others.
In this study a collection of features previously proposed in other works for
addressing TMD is used. Table 2 provides a summary of the ones extracted
from the available data.

The speed, acceleration, jerk and frequency features were extracted for each
of the signal segments corresponding to each of the mandibular movements. That
is, the 12 proposed speed, acceleration, jerk and frequency features are extracted
for each of the three signals (x, y and z axis) and for each of the movements
(OC, LAT and PROT). That sums up to 108 features, to which we added the
ten biomechanical features giving a total of 118 features.

4.2 Feature Selection

A subgroup of features was selected with the objective of dimensionality
reduction. In this case the data was divided by the labels, having two groups:
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Arthralgia group (AG) and the healthy group (HG). For each of the features
extracted, a Wilcoxon test was applied to the groups. The Wilcoxon test
compares the means of two groups, the p-value obtained by applying the test is
a measure of how similar the means of the groups are. The lower the p-value, the
larger is the difference in the means of the groups. From the original 118 features,
the 20 features with the lowest p-values of the test were selected, Algorithm 1
shows the process in detail.

Algorithm 1 Feature Selection Pseudocode

1: Separate data in two subgroups AG and HG corresponding to each class.
2: for feature in datasets do
3: Apply Wilcoxon test for the subgroups.
4: Save the test p-value
5: end for
6: Sort in ascending order all p-values from the tests.
7: Select the 20 features with lowest p-values.

4.3 Copula Classifiers

Bivariate copula functions can model dependencies between two variables, but
not all possible pairs of features show strong dependencies, therefore identifying
which ones are the most relevant is a challenge. To this end, for the copula
classifiers a tree graphical model based on Kruskal’s minimum spanning tree
algorithm(MST)[9] is proposed. Given a matrix Md×d, where d represents
the total number of features, (in this case d = 20), contains the maximum
log-likelihood for the combination of the i-th and j-th variables, according to
the following equation (3):

Mi,j = ℓ(θ|ui, uj) =
∑

log c(θ|ui, uj). (3)

Using the MST algorithm requires transforming the maximum likelihood
values into costs, which can easily be done by multiplying them by -1. When
applied, the MST algorithm will render a tree-shaped graphic model showing
the strongest dependencies to be modeled with a determined dataset. Algorithm
2 details the procedure for obtaining this graphical model.

Algorithm 2 is similar to the one proposed by [4] in the way the graphical
model is obtained but with a few differences. One of them is that the criteria for
determining the tree structure is log-likelihood instead of mutual information.
Another is that the features in this work are continuous. Finally, the most
important difference is that the dependence is modeled with copula functions.
An example of the graphical model rendered by Algorithm 2 is shown in Figure 2.
Then, Equation (4) defines a Bayes classifier based on bivariate copula functions
and Figure 2:

10

Carlos López-Hernández, Rogelio Salinas-Gutiérrez, et al.

Research in Computing Science 153(10), 2024 ISSN 1870-4069



Algorithm 2 Pseudocode for obtaining the tree graphical model

1: Separate training data by class and for each class dataset:
2: Estimate the distribution functions F1, F2, ..., Fd of the features, for example, by

using gaussian kernels
3: Transform the features x1, x2, ..., xd to u1, u2, ..., ud via ui = Fi(xi)
4: for i in {1, 2, .., d− 1} do
5: for j in {i+ 1, i+ 2, .., d} do
6: Estimate θi,j parameter via maximum likelihood and save Mij = ℓ(θ|ui, uj)
7: end for
8: end for
9: Multiply the matrix M by −1
10: Feed the matrix M to the MST algorithm

X1

X2

X3 X4

X5

Xd

Fig. 2. Example of a dependence tree for a set of five features.

P (A|x1, ..., xd) =
c(u1, u2)c(u1, u5)...c(ud−1, ud)P (A)×

∏d
i=1 fi(xi|A)

f(x1, ..., xd)
, (4)

where ui = Fi(xi) for i = 1, 2, ..., d. Then, going back to Figure 2, each of the
edges connecting a pair of features represents a copula modeling the association
between them. For the implementation of the copula classifiers the R package
MLCOPULA[10] was used.

4.4 Model Training and Evaluation

A total of five models were trained for the classification task. Adding to the two
copula models mentioned before (Frank and Gaussian), a Naive Bayes, KNN
and Support Vector Machine were also trained. Each classifier is evaluated in
randomly sampled partition cross validation scheme with 80% of the instances
for training set and 20% for the validation set. Since the partitions are selected
randomly, to ensure all instances are used in both training and validation, a high
number of partition was proposed (50 partitions).

Four metrics were obtained for performance evaluation: accuracy, sensitivity,
specificity and area under the ROC curve (AUC). The accuracy reflects the
proportion of correctly classified instances, from both positive and negative
classes; sensitivity shows the proportion of positive instances correctly classified,
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Table 3. The 20 features selected via Algorithm 1 applied to the Features in Table 2.

OCX OCY OCZ LRX
PZ OC Y s̈max OC Z s̈max OC Z

...
s avg

OC Y ṡmax OC Z ṡmax OC X ṡavg OC Y Ptot

OC Y Pratio PROT Z s̈avg PROT Y σ(ṡ) PROT Z ṡmax

PROT Y ṡavg PROT Z ṡavg PROT Z Pavg LAT Y Ptot

Table 4. Performance metrics by classifier. Best result in bold, standard deviation
in parenthesis.

Accuracy Sensitivity Specificity AUC

Classifier Mean Mean Mean Mean

Naive
Bayes

0.772 (0.12) 0.743 (0.20) 0.800 (0.17) 0.833 (0.13)

KNN 0.768 (0.12) 0.800 (0.16) 0.737 (0.17) 0.817 (0.12)
SVM 0.782 (0.10) 0.733 (0.15) 0.830 (0.16) 0.826 (0.10)
Frank 0.760 (0.11) 0.760 (0.21) 0.76 (0.17) 0.789 (0.14)
Gaussian 0.753 (0.11) 0.743 (0.20) 0.763 (0.18) 0.761 (0.14)

and specificity is the proportion of negative instances correctly classified. The
AUC reflects the model’s ability to distinguish between classes, the closer it is
to 1, the better.

5 Results

The selected features using the method described in section 4 are shown in
Table 3. The description of the features OCX, OCY, OCZ, LRX, PZ is shown in
Table 2. To the rest of the features, the code OC, LAT and PROT represent the
mandibular movement from which the feature was extracted: opening/closing,
lateral and protrusion, respectively. The letter X, Y and Z represent the axis
of the movement from which the feature was extracted: horizontal, vertical and
depth, respectively.

Table 4 shows the mean and standard deviation of the measured metrics for
each of the five classifiers tested. In bold is marked the best result for each of the
metrics and in parenthesis the standard deviation. At first glance it is possible
to see that although the performance of the copula classifiers is good overall, the
SVM Classifier shows the best results in accuracy and specificity; the KNN had
the best result for specificity and the Naive Bayes had the best AUC results.

Figure 3 shows the distribution of the accuracy and AUC for each of the
classifiers. In terms of accuracy, the classifier with lower variance is the SVM,
and is also the only one with atypical data points. The Gausssian copula, on the
other hand, shows the highest variance of all the classifiers. Regarding the AUC,
the SVM also shows the lowest variance and the Gaussian Copula the highest.

Figure 4 shows the distribution of the specificity and sensitivity for each
of the classifiers. For the sensitivity metric, the boxplots show that the SVM
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Fig. 3. Accuracy and AUC results by classifier.
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Fig. 4. Specificity and sensitivity results by classifier.

and Naive Bayes have the lowest variance, while the copula classifiers have the
highest. The specificity boxplots, on the other hand, show the copula classifiers
have the lowest variance.

To prove whether or not there is a difference in perfomance a Kruskal-Wallis
test was applied to the results. Table 5 shows the p-values for the tests applied
to the performance metrics. With a significance of α = 0.05 the test shows
that there are no differences in the means of the classifiers in the four metrics
obtained.

6 Conclusions

This paper introduced copula classifiers with a tree graphical model for the
classification of temporomandibular disorders. These classifiers were trained on
movement data from healthy and TMD diagnosed individuals. Results show good
mean performance in accuracy, sensitivity, specificity and AUC metrics for the
copula classifiers. A comparison with other common classifiers used in similar
tasks showed there is no statistical difference in performance for all the metrics
used. Results also show that the copula classifiers have a higher variance in three
out of the four metrics: accuracy, sensitivity and AUC.

Although the copula classifier performance is good, it was not particularly
notable. This outcome may be related to the features selected for the training
of the classifiers. Copula classifier perform best when there are strong relations
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Table 5. Kruskal-Wallis test results for the performance metrics.

Metric P-value Metric P-value

Accuracy 0.68130 AUC 0.07894
Sensitivity 0.3983 Specificity 0.05463

between the features in the data. Selecting the strongest dependencies among
features is relevant in this proposed classifier because it could help differentiate
between classes based on dependencies structures present in one class, but not
in the other.

Since the selection method does not consider the strength of association
among features, there is no guarantee that the selected features showed
strong pairwise relationships. Another explanation for the performance is that
the selected copulas do not provide the best model for the dependencies
present in the data. Future work regarding copula classifiers for the prediction
of temporomandibular disorders should consider a feature selection method
accounting for feature dependencies. A set of copula functions modeling a wider
range of dependencies should also be considered.
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